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My current works revolve around training large language models for code generation and developing code
embedding models to facilitate code search, code re-ranking, and retrieval augmented generation.
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